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Abstract
Background and Objectives
In health care, large language models such as Generative Pretrained Transformers (GPTs),
trained on extensive text datasets, have potential applications in reducing health care disparities
across regions and populations. Previous software developed for lesion localization has been
limited in scope. This study aims to evaluate the capability of GPT-4 for lesion localization
based on clinical presentation.

Methods
GPT-4 was prompted using history and neurologic physical examination (H&P) from pub-
lished cases of acute stroke followed by questions for clinical reasoning with answering for
“single or multiple lesions,” “side,” and “brain region” using Zero-Shot Chain-of-Thought and
Text Classification prompting. GPT-4 output on 3 separate trials for each of 46 cases was
compared with imaging-based localization.

Results
GPT-4 successfully processed raw text from H&P to generate accurate neuroanatomical lo-
calization and detailed clinical reasoning. Performance metrics across trial-based analysis for
specificity, sensitivity, precision, and F1-score were 0.87, 0.74, 0.75, and 0.74, respectively, for
side; 0.94, 0.85, 0.84, and 0.85, respectively, for brain region. Class labels within the brain region
were similarly high for all regions except the cerebellum and were also similar when considering
all 3 trials to examine metrics by case. Errors were due to extrinsic causes—inadequate in-
formation in the published cases, and intrinsic causes—failures of logic or inadequate knowl-
edge base.

Discussion
This study reveals capabilities of GPT-4 in the localization of acute stroke lesions, showing a
potential future role as a clinical tool in neurology.

Introduction
A Generative Pretrained Transformer (GPT) is a large language model (LLM) trained on
extensive text datasets across multiple domains of knowledge (ChatGPT is a user-friendly
chatbot application that uses GPT).1 GPT has shown remarkable capabilities in generating
free-text responses to text-based queries.1 Among its diverse applications, the potential for use
in health care is of particular significance due to the great need for improved health care in
underserved areas across multiple countries; notably, GPT-4 can function across different
languages.2-5 Previous medicine-related studies have explored LLM functionality in answering
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free-form physician questions and medical board examina-
tion questions, in grading Glasgow coma score from a writ-
ten neurologic examination, and in summarizing history of
present illness or medical abstracts.6-13 Prior neurologic
examination–based localization software has been limited to
a few hypothetical cases.14 Our study explored the utility of
GPT-4 in facilitating neuroanatomical localization in acute
stroke scenarios using history and neurologic physical ex-
amination (H&P) from published case reports.

Methods
Study Design
We used BMC Neurology case reports as our primary source
to data-mine due to the ease of handling its standardized case
report format. Initial PubMed Central search was performed
with query (“BMC Neurology” [Journal] AND “case” [Ti-
tle]) AND (“stroke” [MeSH Terms] OR “infarction”
[MeSH Terms] OR “ischemia” [MeSH Terms]). Exclusion
criteria were as follows: mislabeled as case reports, not an
acute stroke, pediatric, without imaging, focus on treatment
failures or complications, insufficient clinical description,
preexisting focal deficits, diencephalic strokes presenting
with hypersomnia, and duplicates. Due to pulling too few
spinal cord cases, an additional query (“case” [Title]) AND
(“spinal” [Title]) AND (“stroke” [MeSH Terms] OR “in-
farction” [MeSH Terms] OR “ischemia” [MeSH Terms])
was used, yielding 30 cases of which 8 were useable. From the
final selection of cases, we manually extracted unedited text
of H&P and deleted any localization information that had
been placed in these sections (except for replacing derma-
tome descriptions that revealed localization, e.g., “below the
T4 level” to “below the nipple”).15 Each case input was
presented to GPT-4 in 3 separate trials to identify the

variability in response due to internal GPT-4 processing
randomization.

Case reports from PubMed Central were accessed in August
2023 and analyzed in September 2023. The study followed
the Strengthening the Reporting of Observational Studies in
Epidemiology (STROBE) reporting guideline.

Prompt Engineering
We used 2 prompt engineering methods in tandem to gen-
erate our prompt: 1. Zero-Shot Chain-of-Thought (CoT)
prompting; 2. Text Classification (TC) prompting (Figure 1).
CoT prompting uses a sequence of concise sentences that
provide a logical framework; here, we input, “Let’s work this
out step-by-step to ensure accuracy,” to initiate a reasoning
chain.16 The chain requested information for single or
multiple lesions, brain region, and finally, side.16 Within the
chain, TC prompting gives choices by providing class label
examples.17,18

Statistical Analysis
Most previous LLM studies in medicine have used measures
of sensitivity and specificity, familiar from medical diagnos-
tics where tests give yes/no binary truth values.6-9 In this
study, we used GPT-4 as a classifier—it could provide many
different answers for localization. We therefore used a wider
range of performance metrics: specificity (proportion of
negative samples of a given category correctly classified),
sensitivity (the fraction of a given category correctly identi-
fied, equivalent to recall), precision (fraction of predictions
that are correct, equivalent to positive predictive value), and
F1-score (harmonic mean of precision and sensitivity).19

The overall statistical analysis was conducted on both trial-
based and case-based assessments.

Figure 1 Prompt Design

Sequencing through chain-of-thought (CoT) with classification through text classification (TC). The final line identifies the final answer format.
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The trial-based assessment was performed across 3 trials for
each case (46 cases × 3 trials = 138 trials). Statistical analysis
involving multilabel classifications precluded computing
performance metrics from a single confusion matrix.20 To
address this, the binary relevance method was used, trans-
forming multilabel classifications into a series of binary
classifications and generating distinct confusion matrices for
each class label.20 For example, for the category “side,”
separate confusion matrices were generated for each class
label “right,” “left,” and “both.” For “brain region,” the con-
fusion matrix and performance metrics of class labels “ce-
rebral hemisphere,” “brainstem,” “cerebellum,” and “spinal
cord” were generated with the abovementioned method.
The category “spinal cord” included cervical and thoracic
cases, which were individually analyzed but then lumped in
the final analysis due to the paucity of spinal cord cases. We
used microaveraging, aggregating confusion matrices of each
class label for individual categories to compute performance
metrics to take into consideration the uneven distribution of
cases across different class labels.20

Case-based assessment was performed by combining all 3
trials of each individual case to determine localization per-
formance, accounting for the variability inGPT-4 response to
identical inputs. This was performed by identifying the ma-
jority answer (2 or all 3 trials) for each case for brain region
and side (omitting multiple or single lesions) as the output.
The abovementioned statistical method was then used to

construct confusion matrices across class labels for left or
right for each brain region, again aggregating specificity,
sensitivity, precision, and F1-score for each category using
microaveraging.

Standard Protocol Approvals, Registrations,
and Patient Consents
Data used for this study are publicly available, and no patients
were involved in our study; therefore, Institutional Review
Board approval was not required.

Data Availability
We have ensured that all the essential data necessary for
replicating our results are included in our Supplementary file.

Results
An initial PubMed Central search yielded 116 articles; 78
were excluded (eFigure 1). Including 8 additional spinal cord
cases brought us to 46 total cases. Based on the 3 categories:
“single or multiple lesion,” “brain region,” and “side,” cases
were allocated to class labels in each category for perfor-
mance evaluation. The study was conducted under a rate
limit of 200 requests per minute and 10,000 tokens per mi-
nute (100 tokens equivalent to approximately 75 words). Of
the 138 trials, there was 1 indeterminate, no blank, and no
unexpected outputs.

Table Demonstration of Lesion Localization Provided by GPT-4 With a Sample Case (ID: PMC8686214)29

Case H&P A 55-year-old man presented with sudden onset of dizziness, diplopia, difficulty of closing eyes, and trouble of chewing after lifting heavy
goods 3 d before admission. He had a history of mild hypertension for 1 y with treatment of amlodipine 2.5 mg/d and poorly controlled
asthma. On examination, he showed completed bilateral horizontal gaze palsy, which was uncorrected by vestibulo-ocular reflex. Gazed-
evoked [sic] upbeat nystagmus (UBN) was observed on attempted upward gaze but not on straight-ahead gaze position. In addition, he
had bilateral peripheral facial paralysis with predominance on the left. Examination on other cranial nerves, including facial sensation,
taste, hearing, and pharyngeal reflex, was normal. Mild ataxia was noticed on the left upper extremity when performing finger-to-nose
test. His muscle strength was 5 on 4 limbs, and he had normal pinprick sensation and brisk tendon reflexes.

Prompt “Let’s work this out step by step to be sure we have the right answer.
First, neuroanatomically localize the lesion(s) based on only the above information. Correlate the specific neurologic findings with
probable anatomical structures. Then figure out the following:
‘Single or multiple lesions’ = Indicate whether the lesion is multiple or single.
‘Brain region’ = Specify the anatomical region where the lesion is located. Choose from the following: cerebral hemispheres; cerebellum;
brainstem; cervical spinal cord; thoracic spinal cord; lumbar spinal cord.
‘Side’ = Indicate either left or right or both.
Based on the above, write the correlated specific neurologic findings with probable anatomical structures.
Then present the localization of lesion using the following format, do not leave out any of the elements or characters in the format, do not
alter the format.
Format = [‘Single or multiple lesions’, ‘Brain region’, ‘Side’]”

GPT-4 output This patient’s presentation is consistentwithmultiple lesions in the brainstemaffecting both sides. The specific neurologic findings can be
correlated with the following anatomical structures:
(1) The bilateral horizontal gaze palsy that could not be corrected by vestibulo-ocular reflex suggests involvement of the pontine gaze
centers (paramedian pontine reticular formation) on both sides.
(2) Gaze-evoked upbeat nystagmus (UBN) on attempted upward gaze implies potential lesion or dysfunction of the midbrain.
(3) Bilateral peripheral facial paralysis, with predominance on the left, is suggestive of lesions in the facial nuclei or the facial nerves. This
combined with the bilateral gaze palsy further suggests a central pattern of facial palsy (Moebius syndrome).
(4) Mild ataxia in the left upper extremity, as demonstrated by the finger-to-nose test, suggests involvement of cerebellar pathways,
possibly linked to the inferior cerebellar peduncle located in the medulla. [’Multiple lesions’, ’Brainstem’, ’Both sides’]

Imaging result MRI: Diffusion-weighted image 1 d after disease onset revealed increased restricted diffusion signal in the right middle cerebellar
peduncle and bilateral dorsal pontine tegmentum.
Answer: [‘Multiple lesions’, ‘Brainstem’, ‘Both sides’]

The case report is taken verbatim with English errors uncorrected.
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Confabulated contents were seen in only 2% of trials (3 of
138). Two of these 3 still produced correct results; 1 pro-
duced incorrect localization. Of the 46 cases examined,
consistency in outputs across all 3 trials was observed in 35
(76%) cases for single or multiple lesions, 40 (87%) for brain
region, and 38 (83%) for side. The output of each trial was
compared with the answer manually extracted from the im-
aging findings reported in the original case report. Nineteen
(41%) of the cases were found to be accurate across all 3 trials
in all 3 categories.

Sample Demonstration
A sample case report demonstrates a relatively complex case
requiring sustained neurologic reasoning (Table). As in all
cases, GPT-4 received unstructured, verbatim H&P input
taken from the journal, followed by the prompt. GPT-4 then
generated clinical reasoning along with neuroanatomical
localization, including structured output for the answer.

The long-form output of GPT-4’s step-by-step analysis
showed neurologic reasoning skills, correlating the specific
neurologic findings with individual anatomical structures
(paramedian pontine reticular formation, midbrain, facial
nerve nuclei, and cerebellum). The reasoning skill of GPT-4
may be considered comparable with an early neurology
trainee; for example, localization reasoning could have been
more thorough regarding upward nystagmus if GPT-4 had
considered alternative structures, including superior cere-
bellar peduncles, caudal medulla, and cerebellar vermis while
narrowing down the location of the lesion.21 GPT-4 pro-
vided specific structures but did not always provide thorough
anatomical and clinical reasoning for each finding. GPT-4
finally accurately summarized the localization in the

requested format (multiple lesions, brainstem, and both
sides).

Statistical Analysis of Localization by GPT-4
Across trials, GPT-4 identified lesion side well, showing
performance metrics of specificity (SP) 0.87, sensitivity (SE)
0.74, precision (P) 0.75, and F1-score (F) 0.74. Brain region
classification was slightly better: SP 0.94, SE 0.85, P 0.84, and
F 0.85. Breakdown across brain regions demonstrated strong
performance for all regions except the cerebellum (Figure 2,
eTable 1). Detection for single or multiple lesions yielded
performance metrics of SP 0.73, SE 0.73, P 0.73, and F 0.73
(all the same). Individual class labels showed an F1-score of
0.33 for multiple lesions and 0.83 for single lesions, dem-
onstrating that the principal difficulty was in identifying
multiple lesions.

Case-based analysis (across the 3 trials of each case) was
based on linked side and brain region localization. Overall
performance was SP 0.95, SE 0.75, P 0.76, and F 0.75 with
individual region performance metrics comparable with the
trial-based analysis (Figure 3, eTable 2).

GPT-4 Clinical Reasoning
GPT-4 showed good localization with the exception of
poorer results in the cerebellum (Figures 2 and 3, eTable 3).
We identified errors due to extrinsic causes, limitations or
ambiguities in the inputs, vs those due to intrinsic
causes—errors from GPT-4 (eTables 4 and 5).

Extrinsic causes of errors were often due to limited de-
scription, confounding symptoms, and rare anatomical vari-
ant cases. This problem largely stemmed from using case

Figure 2 Trial-Based Performance Metrics Include Specificity, Sensitivity, Precision, and F1-Score Across Individual Brain
Regions
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reports rather than sequential clinical presentations from a
hospital. Case reports are unusual presentations that may be
misleading from the start and are often the subject of chief
rounds where they are puzzled over. Examples included an
unusual case with a congenital lack of pyramidal decussation;
a case where seizures related to a prior cerebral bleed ob-
scured an acute brainstem lesion; a case of corticobasal de-
generationwhose symptomswere discovered in the setting of
a pontine stroke; a subcortical infarction that presented with
symptoms and signs of a peripheral neuropathy. We did not
pick and choose cases to eliminate these conundrums.
However, we did remove a set of diencephalic cases where
presentations were ambiguous to the point of not even clearly
localizing to the nervous system. Another cause of extrinsic
error arose from ambiguities in brainstem vs cerebellar
damage: a patient presenting with dysarthria and nystagmus
could have either or both.

Errors originating from intrinsic causes stemmed from ig-
noring neurologic findings, confabulation (the tool, not the
patient), and inadequate or inaccurate neurologic knowledge
or faulty reasoning (not generally possible to distinguish).
Ignored finding: in a case of cervical cord lesion, the upper
extremity weakness noted in H&P was ignored in 2 of the 3
trials, leading to mistaken localization in the thoracic cord
(eTable 5). Confabulation: in the brainstem case with dys-
arthria and nystagmus mentioned earlier, GPT-4 added a
symptom of gait instability in 1 of 3 trials for that case—the
addition of a frequently associated symptom resulted in at-
tribution to a cerebellar lesion. Logical error or inadequate
anatomical knowledge: wrong-side error for hemiplegia
ranged from multiple errors across 3 cervical spinal cord
lesion cases—GPT-4 seemed inconsistently aware of the
corticospinal decussation being above the cord. Similarly,

1 of 3 trials incorrectly labeled a right hemispheric lesion case
as left hemispheric. In the cervical lesion case mentioned
earlier with arm weakness, in 1 of 3 trials, GPT-4 acknowl-
edged the clinical finding of arm weakness; however, it still
chose thoracic. There were also intrinsic errors due to in-
consistencies in copying from the long-form to the final
answer and lack of thoroughness of clinical reasoning as
described earlier.

GPT-4 exhibited more extrinsic contributions to errors in
identifying the brain region and side (eTable 4). Performance
for the brain region was best in hemispheric and spinal cord
regions, where clear localization by cortical sign or sensory
level was typical and straightforward in most of the cases. For
the brainstem, errors were generally due to confounding
symptoms. Localization was worst in the cerebellum, where
descriptions and number of cases were limited, and where
cases had multiple lesions.

Discussion
Our study underscores the potential of GPT-4 in lesion lo-
calization in neurologic cases, demonstrating high perfor-
mance in identifying brain region (F1-score 0.85) and side
(0.74). Case-based analysis combining region and side across
trials gave similarly good results (0.75). This relatively good
performance is remarkable given that our results were ach-
ieved using published case reports of atypical cases, some
lacking adequately detailed H&P, and working with a LLM
without medical training or fine-tuning.

For the casual user of ChatGPT, LLM application research
may seem to be simply a mindless task of dumping in-
formation into a funnel and pulling information out from the

Figure 3 Case-Based F1-Score for Localization Across Individual Side-Brain Region Class Labels

The value for the left cerebellum was zero.
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bottom. However, 2 main tasks confront the researcher. The
first task is the manipulation of inputs; in our study, we did
very little other than stripping any direct localization in-
formation from the raw text. This lack of structuring of inputs
was desirable based on the expectation of using similarly raw,
incomplete inputs from busy emergency departments or
clinic health workers in future applications.

The second essential task is prompt design. We combined
CoT and TC prompting, both used extensively in GPT
studies (Figure 1).16-18 Prompt engineering involves select-
ing the prompt pattern that fits with the task objective and
then expanding the individual prompt questions.22 We used
CoT to give GPT-4 step-by-step suggestions, asking to
correlate the specific neurologic findings with probable an-
atomical structures, to figure out single or multiple, brain
region, and side and to present lesion localization using the
format with reinforcing statements to produce the correct
output. Using TC, we provided specific class label samples
for each category. Once the prompt pattern was determined,
we developed the individual prompt queries. We investigated
both zero-shot, a simpler direct question, and few-shot—an
example question-answer set preceding the question.22 We
did not achieve any significant improvement with few-shot;
this seemed to addle GPT-4, which added irrelevant in-
formation to the answers. Therefore, we used the more
straightforward zero-shot procedure. Our systematic prompt
engineering produced improved results compared with
simple instructional prompting methods.23

One of the concerns of using an LLM in a clinical setting is
the ethical component of transparency to both health care
providers and patients. Our study displays a way to system-
atically scrutinize the GPT-4 outputs by assessing the clinical
reasonings for localization, which could potentially address
transparency issues. We specifically asked GPT-4 to correlate
an anatomical structure to each neurologic finding to dissect
the logical process of GPT-4. Moreover, we identified which
errors arose from extrinsic causes, largely insufficient in-
formation, vs intrinsic causes, errors made by the tool. This
process can be used to identify problem areas in future LLM
research to improve performance.

Our study suggests potential for future application of GPT
not only in stroke localization but also more broadly in
neurologic diagnosis. The recent surge in telemedicine usage
during and post pandemic highlights the importance of
neurologic expertise for stroke intervention, particularly in
remote hospitals lacking resources for on-call neurologic
care—initial CT has only 31% stroke sensitivity.24,25 Al-
though our study was focused on localization rather than on
diagnosis, the importance of our study is more in its ability to
form conclusions from plain-text H&P, a “skill” that would
be particularly valuable for neurologic disorders where im-
aging is not diagnostic and where other biomarkers are not
yet available. For example, Parkinson disease largely involves
a clinical suspicion over a prolonged time course, which may

prompt referrals through orthopedics, rheumatology, and
other specialties in its early and sometimes even late stages.26

A major limitation of this study was the use of published case
reports, which reduced the applicability of the study to ev-
eryday clinical practice. As noted earlier, case reports are
published because they are unusual, hence not typical of cases
that are encountered in the clinic. In addition, a published
H&P will not be complete and will not follow the format
of a full clinical admission note. This lack of completeness
also meant that the case reports we used did not generally
provide sufficient information for more detailed localization,
particularly lacking pertinent negatives. Hence, we could
only localize to broad anatomical regions. Another study
limitation is that published H&Ps provide carefully vetted,
detailed evaluations by neurologists. Evaluations conducted
by other medical professionals, and performed on the first
patient encounter, will lack this high level of neurologic
detail and accuracy and will include more general medical
information—potential distractors.

Other study limitations are specific to the tool itself. GPT-4
has not been trained or fine-tuned for neurology or neuro-
logic diseases and thus is not illustrative of the future per-
formance capabilities of a bespoke AI tool. Finally, there are
many difficulties and further research to be conducted to
transition from LLM literature analysis to a viable utilization
in clinical settings: logistical, legal, and patient privacy issues;
patient safety; integration with hospital workflows; and

TAKE-HOME POINTS

GPT-4, a large languagemodel (LLM)with no specific
medical training, was able to accurately localize
stroke.

Natural language processing will permit neuro-
logic computer applications to interpret clinical
free text.

Prompt engineering (telling the program what you
want) is crucial for obtaining useful results from
LLMs in our domain, as in others.

Our analysis of GPT-4 errors showed that many
errors were due to inadequate or contradictory
inputs in the cases, while some errors were
“logical” or knowledge base errors from GPT-4.

Our study provides an initial template for future
development of LLMs for clinical use, but
medicine as a field will need to address multiple
issues including patient privacy and safety
and ensuring greater LLM accuracy and consis-
tency.
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ensuring accuracy and consistency are just some of the many
challenges.27 Our study represents an early exploration in
this domain and highlights the need for continued research
and development to address these multifaceted challenges
effectively.

Our method of developing a prompt and subsequently ana-
lyzing GPT-4’s errors provides a foundation for developing
LLM for medical use. Future clinical use of LLM with fine-
tuning and training focused on neurologic diseases and
neuroanatomy would particularly assist non-neurologist
health care providers with limited training in localization
and diagnosis of nervous system disease.28 LLM could pro-
vide timely decision-support in assessing the need for addi-
tional imaging studies or neurologist consultation.
Furthermore, this study provides a basis for a broader role of
LLMs in neurology, where we aim to encourage the in-
volvement of diverse groups of health care participants in
addition to medical professionals: researchers, patients, and
policymakers.
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